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Talk Outline
• Metrology training with AI, hallucinations and all

• All but one are free, with $20/month upgrades
• Profit drives innovation

• Google Search often uses AI
• ChatGBT
• Claude
• NotebookLM
• ResearchRabbit

• Metrology training on BIPM web pages
• An example: n-cornered hat
• Inspirational Training

• Science Fiction



Using AI to rate AI for electromagnetic metrology
ChatGBT says:

Claude says:



How about music?
ChatGBT: Claude:



How to treat AI?
a friendly collaborator, not a genie

https://smallcultfollowing.com/babysteps/blog/2025/07/24/collaborative-ai-prompting/

AI is the first technology I’ve seen where machines actually behave, think, 
and–dare I say it?–even feel in a way that is recognizably human. And that 
means that, to get the best results, you have to work with it like you would 
work with a human. And that means it is going to be fallible.

The good news is, if you do this, what you get is an intelligent, 
thoughtful collaborator. And that is actually really great. 

To quote the Stones:
“You can’t always get what you want, but if you try sometimes, you just might 
find – you get what you need”.



It’s hard not to treat AI as human



The BIPM’s growing presence
 (e-learning.bipm.org)







A quiz



YouTube has more information than I could ever hope to know, in every way

Jeff Geerling has >900,000 followers
What is most  important attraction:  “the Title and the Introduction”



Navigating through presentations (not always implemented) 
https://support.google.com/youtube/answer/7631406?hl=en

Shortcut Action

← / → Rewind/fast-forward 5 seconds
J / L Rewind/fast-forward 10 seconds

K Play/pause
0 to 9 Jump to 0% to 90% of the video

Home / End Jump to start/end of video
Up / Down Volume up/down

M Mute/unmute
F Toggle full screen

T Toggle theater mode
I Toggle mini player

C Toggle captions
Shift + N / P Next/previous video (in playlist)

. / , Frame-by-frame forward/backward (paused 
only)



Example:  N-Cornered Hat 
notorious for negative variances

Example:
	 𝜎!"# =1
	 𝜎!$# =2
	 𝜎"$# =4
Implies
	 𝜎!#= -1
	 𝜎"#=+3
	 𝜎$#=+3



A Great (but brief) Paper, IFCS 2021



Maximum Likelihood



Maximum Likelihood vs. Least Squares

• They give the same answer when
• Model is Linear
• Errors are independent
• Errors are identically distributed, zero mean, and Gaussian

• They do not give the same answer when variance errors are Chi-Squared
• Why?
• The	 𝜎!,#$ 	used	are	𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑	variaces,	not the true variances
• The measured	 𝜎!,#$ 	are not evenly distributed around the true values

• They have a Chi-squared distribution and are never negative
• Mean > median
• Probability of measuring a variance of 0 is vanishingly small



Gamma Functions
chi squared = gamma (ndf/2,2)



… with a little help from my friends (Chatgbt)

Least Squares
	 𝜎!#= -1
	 𝜎"#=+3
	 𝜎$#=+3

Sample Data
	 𝜎!"# =1
	 𝜎!$# =2
	 𝜎"$# =4

𝑀𝑎𝑥	𝐿𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑	
5	degrees	of	freedom

	 𝜎!"= 10#$%  (> 10#$%, < 10#&)
	 𝜎'"=1.06      (>1, <4)
	 𝜎("=+3         (>2.2, <6.8)

The generalization to N-cornered hat, for real data and the correct number of degrees of freedom, is straightforward
… especially with a little more help from my friends

Programming Maximum Likelihood is easy



Inspirational Training

Sean Carrol
Sabine Hossefelder
Neil DeGrasse Tyson
Roger Penrose



Science Fiction can lead the way
• ~150 CE Space Travel (Lucian of Samosata)

• 1865 Air-locks  (Jules Verne; later H.G. Wells)
• 1869 Submarines?  NO!  (Jules Verne did inspire development)
• 1872 Artificial Intelligence (Samuel Butler)
• 1909 Internet (E. M. Forster, 1909) – also Room with a View & Howard’s End
• 1920 Robots (Karel Capek)
• 1922 Drones (Hugo Gernsback)
• 1935 Autonomous cars (David Keller)
• 1935 Virtual reality (Stanley Weinbaum)

• 1945 Geostationary Satellites (Arthur C. Clarke)
• 1945 3-D printing (Murray Leinster)
• 1947 Mobile phones (Rene Barjavel)
• 1953 Ear Buds (Ray Bradbury)



In 1816, Organ Transplants were anticipated!

Frankenstein, by Mary Shelley



You should write Sci Fi short-stories

• My topics so far
• Dinosaurs
• Dark Matter
• Global Warming
• Brain Implants
• Sun as an intelligent being
• Stopping light
• Microbes

1. Pick any science topic of interest to you
• Stretch one fact or theory

2. Create tension
3. Resolve it 

• Surprise endings never hurt
• Especially if there are hints along the way

4. Less is more   (reference: Edgar Allan Poe)
5. Learn from rejections by publishers

• Do not share until published (except with your spouse or s.o.)
6. You will learn science by playing with it



Conclusions

• AI is changing the world
• The Internet has already changed the world

• We can treat it as a supplement

• The next generation will treat it as a fact

• The best way to learn is to tackle a problem.

• Get with it!


